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Problem Statement - Hate speech models treat the presence of group identifiers as an 
indicator of hate speech. But what matters is the group identifier plus context

Bias in Hate Speech Data

“[F]or many Africans, the most threatening kind of 
ethnic hatred is black against black.” 

“There is a great discrepancy between whites and 
blacks in SA. It is … [because] blacks will always be 

the most backward race in the world.”  

2

Text with group 
identifiers

Hate Speech 
Samples

Group identifiers/social group terms are 
disproportionately frequent in hate speech data 

Wiegand, Ruppenhofer & Kleinbauer (2019)

But occur in many non-hate contexts as well:

Training Data
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Understanding and Correcting Model Bias
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We applied a post-hoc explanation 
algorithm (model agnostic) to quantify if 
models’ predictions were biased towards 
group identifiers.

We found that false positive errors were 
caused by models associate group 
identifiers with “hate”

Our goal: neutralizing influence of group 
identifiers for non-hate contexts without 
performance loss on hate detection 
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Step 2. Regularizing Explanations of 
Group Identifier Terms

Step 1. Sampling-and-OCclusion (SOC) 
Explanations (Jin et al., 2020)

Regularizing Post Hoc Explanations
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Prediction difference when 
word w is masked

marginalized over contexts of word w 
around a fix-sized window xδ

φ(w): “How does the group identifier alone affect 
the prediction”?

penalizing explanation scores 
on group identifiers

Notations: w - group identifier words; x - input sentence; s(·)- model output; φ(·) - explanation score,
            S - set of all group identifiers; L - loss function

Discourage making predictions with group identifier 
terms alone
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Results of Regularization: Performance
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Datasets

- Gab Hate Corpus (GHC; Kennedy et al., 2020)

- Stormfront (de Gibert et al. 2018)

- NYT (News articles, non-hate stratified sample 

across group identifiers)

Methods

- Vanilla BERT

- Identifiers removed before training (WR)

- Regularizing Input Occlusion explanations

- Regularizing SOC explanations (ours)
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Results of Regularization: Term Importance

- Top 20 terms in each model (Vanilla BERT vs. SOC 

regularized BERT) by average SOC importance

- Change in rank importance (Δ Rank) between 

models

- Group identifiers highlighted
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Conclusion and Future Work

Conclusion
- Bias can be addressed through model enhancement rather than data augmentation, by advancing 

explainability and developing techniques that operate on explanation algorithms like SOC

Unexplored Angles
- Our list of terms was ad hoc; lists provided by Dixon et al., 2018 can be applied

- Formal application of our approach to address fairness between social groups

- Explore other domains (e.g., Twitter), languages, and language models (e.g., GPT-2)
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